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Crystal Property Prediction

● Given a crystal material’s 3D structure, predicting different properties is a challenging 
and important task in material science.

● Density functional theory (DFT) [Orio et al., 2009] : an effective tool to estimate 
several materials’ Properties. But DFT require substantial computational costs.

● Recent times, data driven approaches emerged as an effective tool for predicting 
crystal properties which are as accurate as DFT, however, much faster than it.

● Majority of the existing approaches, constructs graphs by establishing edges only 
between nearby atoms and use deep graph neural network to learn crystal structure 
representation



Limitations of Existing Works 

MEGNet/CGCNN/GATGNN ALIGNN CrysXPP

GNN Based Approaches - 
construct graphs by creating 
edges only between atoms 
within a pre-specified 
distance threshold (8 
Amstrong)

ALIGNN - Incorporates 
bond angular information 
into their encoder module 
to capture many body 
interactions between atoms

CrysXPP/ ElemNet - adopt the 
concept of transfer learning to 
mitigate the data sparsity issue 
across properties.

Incorporating specific domain 
knowledge into a deep encoding 
module.



Can we leverage a large amount of untagged material structures to pretrain a Deep 
GNN model which learn the complex hidden features which otherwise are difficult to 

identify?

Problem Statement



Pretraining GNN

● Prior works focus on molecular and biological 
dataset, which is difficult to extend directly to 
crystalline material.

Hu et al. Strategies for Pre-training Graph Neural Networks. (ICLR-2020) : 
Node-level and graph-leve pre-training on GNNs to capture domain specific 
knowledge about nodes and edges, in addition to global graph-level 
knowledge. They perform pretraining on large dataset of chemical and 
biological dataset.

● Structural semantics are different between 
molecules and materials.

● For graph-level pre-training             supervised 
property prediction using a huge amount of labelled 
dataset          less effective in material science 
where property labeled data is extremely scarce.

● Conventional pre-train fine tuning framework      
limits knowledge transfer capability of the 
pre-trained model if the downstream task and 
dataset is different.



Proposed Methodology

● We developed a pre-trained GNN model (CrysGNN) for Crystalline materials, which captures 
both local (node level) chemical and global (graph level) structural semantics of crystal 
graphs.

● We curate a new large untagged crystal dataset with 800K crystal graphs to pretrain 
CrysGNN.

● We introduce a self supervised graph pre-training method which captures (a) connectivity of 
different atoms, (b) different atomic properties and (c) graph similarity from a large set of 
unlabeled crystal graph data.

● Subsequently we distill important structural and chemical information of a crystal from the 
pre-trained CrysGNN model and pass it to the property predictor.

● Retrofit the pre-trained CrysGNN model into any existing state-of-the-art property predictor, to 
improve their property prediction performance.



Multi-Graph Construction of Crystal

Atom Features



CrysGNN: Node Level Pre-training



CrysGNN: Graph Level Pre-training
● Space group of Crystal Structure : 

○ Describe the symmetry of a unit cell of the 
crystal material.

○ Each crystal has a unique space group 
number.

○ 230 unique space groups

● Crystal System:
○ Space group level information can classify 

a crystal graph into 7 broad groups of 
crystal systems.

we adopt supervised and contrastive learning to learn structural 
similarities between graph structures using the space group and 

crystal system information of the materials respectively.



CrysGNN: Graph Level Pre-training



Distillation and Property Prediction

Knowledge Distillation Loss

Property Loss



Dataset Details



Downstream Task Evaluation



Downstream Task Evaluation

● Distilled version of any state-of- the-art model outperforms the vanilla model across all the 
properties.

● Average relative improvement across all properties for ALIGNN (4.19%) and GATGNN (8.02%) is 
lesser compared to CGCNN (16.20%) and CrysXPP (12.21%).

● Possible reason : ALIGNN and GATGNN are more complex models that CrysGNN.

● Potential Improvement : Incorporating angle-based information or attention mechanism as a part of 
pre-training framework may improve further.



Comparison with Existing Pre-trained Models.

● Demonstrate the effectiveness of the 
knowledge distillation method vis-a-vis the 
conventional fine-tuning approaches.

● We finetune CrysGNN and compare with 
distilled CGCNN, CrysXPP and pretrain GNN 
by hu et.al.

● Encoding architecture is same for CrysGNN, 
CGCNN, and CrysXPP (pretrained-finetuned 
version of CGCNN)

● Distilled CGCNN outperforms finetuned 
version of CrysGNN and both the baselines



Effectiveness on sparse training dataset.



Removal of DFT error bias using experimental data



Conclusion
● In this work, we present a novel but simple pre-trained GNN framework, CrysGNN, for 

crystalline materials.

● Captures both local chemical and global structural semantics of crystal graphs, using node 
and graph level pre-training respectively

● We curate a new large untagged crystal dataset with 800K crystal graphs to pretrain 
CrysGNN. We will release the pre-trained model along with the large dataset for the community.

● We distill important knowledge from CrysGNN and inject it into different state of the art 
property predictors and enhance their performance. We believe this approach can have 
applications in other domains too.

● Extensive experiments show its superiority over conventional fine-tune models and its inherent 
ability to remove DFT-induced bias.

Github Repo for CrysGNN : https://github.com/kdmsit/crysgnn
Github Repo for 800K Dataset : https://github.com/kdmsit/crystal_untagged_800K

https://github.com/kdmsit/crysgnn
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